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THE INTERNATIONAL SOCIETY FOR MODAL TESTING AND ANALYSIS

| am pleased to announce that a new technical society has been formed. This new society will be dedicated
to the advancement of modal analysis technology. It is called the International Society for Modal Testing
and Analysis (ISMTA). The new society will be formally introduced at the 2nd International Modal Analysis
Conference (IMAC-11) to be held this year in Orlando, Florida, on February 6-9, 1984. IMAC-I was held in
Orlando in November, 1982, |attended that conference, and | was very impressed with the quality and quan-
tity of papers presented. The large number of vendors in the exhibit area was also a positive feature of the
conference.

During the past two decades, there has always been a loyal following of modal test and analysis advocates
present at technical meetings such as the Shock and Vibration Symposium and the annual meeting of the
Institute of Environmental Sciences. But the modal test and analysis advocates have never had their own
meeting nor their own society. Well, this technical field has finally come of age and in February, 1984, the
International Society for Modal Testing and Analysis will become a reality.

The ISMTA, which will be announced at IMACS-(I, will soon be publishing a quarterly journal, “Modal Anal-
ysis,”” probably six months after the end of IMACS-tl. The ISMTA will also be publishing an ““Annual Direc-
tory of Modal Analysis Hardware, Software and Services.” This will be a one-volume, desk-top reference book.

Congratulations are in order to the members of Union Coliege, Schenectady, NY, who have sponsored the
IMAC Conferences and assisted in the creation of this important new technical society. | wish this new
society every success in its new venture, and | know it will be a great asset to the shock and vibration com-
munity. For information about the International Society for Modal Testing and Analysis, please contact:

Rae D'Amelio

Union College

Graduate and Continuing Studies
One Union Avenue
Schenectady, NY 12308

(518) 370-6288

J.G.S.

L’ Dl e lA"ﬁd

{ ualJ.o*x.

~.ribut 101.

Avnil and/or
Namt | Sekkted

ey I p—
Availahitityr Qoo

3




W&m‘:‘mmﬂvﬁ?ﬂﬂnﬁp P b e A R S LR IR AR SRR L B AR ORI T KR R R OIS ST R it

i

ANNUAL SERVICE PACKAGE OF THE SHOCK

PUBLICATIONS

BU“_E'""S a collection of technical papers offered at the SHOCK AND VIBRATION
SYMPOSIA published once a year. Catalog listing back issues available from
svic.

DIGEST a monthly publication of THE SHOCK AND VIBRATION INFORMATION

CENTER containing abstracts of the current literature, continuous literature
review, feature articles, news briefs, technical meeting calendar, meeting
news, and book reviews.

n u " 0 a n A P H s a series of books on shock and vibration technology. Each author surveys the
literature, extracts significant material, standardizes the symbolism and
terminology and provides an authoritative condensed review with bibliog-
raphy. Brochure listing available monographs can be obtained from SVIC.

SPECIAL
special technology surveys, facility surveys, proceedings of special seminars

P“ B I.l B A T I 0 " 3 and other publications as needed.

*For information on obtaining the SVIC Service Package including publications and services, contact the SVIC,
Naval Research Laboratory, Code 5804, Washington, D.C. 20375 - (202) 767-3306. These publications and ser-
vices may also be obtained on an individual basis.
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AND VIBRATION INFORMATION CENTER

INFORMATION SERVICES

nlnEcT the Center handles requests for information via mail, telephone, and ‘direct

'" Fo n “AT'“" contact. The Center technical specialists, who are experts in the shock and

s Eﬂv l c E * vibration field, have the SVIC computer implemented SHOCK AND VIBRA-
TION INFORMATION BASE at their disposal.

wnnK s " 0 Ps workshops on shock and vibration technology are organized and sponsored
by the Center. Experts on specialized technology give lectures and write
articles for the workshop proceedings.

SY"PUS|A annual shock and vibration symposia bring together working scientists and
engineers for formal presentations of their papers and for informal informa-
tion exchanges,

*See inside back cover for details.
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EDITORS RATTLE SPACE

COMPUTATIONAL TECHNOLOGY COMES OF AGE

A recent review of the literature leads me to the conclusion that computational
technology has come of age. The motivation for better application of computer
technology has various roots: a genuine desire for higher performance equipment,
cost effective products, better computer hardware and software, better understand-
ing and definition of phenomena, better testing techniques, and belief in the
computer’s capabilities.

Computationally-oriented engineers are beginning to find needed solutions to
equipment design, development, and evaluation problems, It would seem that
analytical tools are thus no longer forcing engineers to compromise in their repre-
sentations of physical systems so as to fit the computational process. In other
words the computational process is no longer restricting the modeling process.

Twenty years ago only a limited number of design problems were solved on the
computer. A lack of available hardware and software restricted model sizes, and
models were usually linear. Vibration models were available only for steady-state
phenomena.

Today these restrictions are gone; hardware and software are capable of perform-
ing nonlinear, transient analyses on large systems. Although many physical phe-
nomena have not yet been quantified for mathematical models, progress is being
made with direct and indirect testing.

Modal testing and parameter identification techniques have also come of age. The
application cf these techniques to physical systems is beginning to yield the data
we need for first class modeling.

Improved test techniques and instrumentation have resulted in better modeling
because it is possible to check computations. Test data provide necessary means
for validation and modification of mathematical models. Such checks have pro-
moted grewing confidence in the use of computers.

Confidence in the advantageous use of computation technology has increased
asymptotically in the last two or three years. The fact that engineers can now
effectively use computers in the design process rather than follow the build and test
philosophy in turn has motivated better computational technology.

R.L.E.
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LATERAL FORCES ON PUMP IMPELLERS:
A LITERATURE REVIEW

R.D. Flack®* and P.E. Allaire**

Abstract, Previous research regarding hydraulically
generated [ateral forces in pumps is critically re-
viewed. Included are both theoretical and experi-
mental work. Flows in impellers and volutes are
considered, as are pressures and forces arising from
orbiting impellers and blade passing. The purpose
of this paper is to review available literature so that
& practicing engineer can estimate forces on a given
pump impeller using current technology.

Present techniques for the design of pumps rely
heavily on empiricism and previous designs. In
recent years pumps have been extended to higher
capacities, heads, and overall efficiencies. In many
cases designs for these larger pumps are nothing more
than proportionally larger versions of smaller older
pumps. As a result, any problems with smaller pumps
are magnified, and new problems sometimes arise.

Two major problems exist with present pump designs.
First, few fundamental data are available to assist a
designer in predicting the hydraulic performance of
a pump before it is built. Also, there are few funda-
mental data available for improving a design after a
prototype is built. Second, in many cases hydraulic
forces are generated.

The forces can be static, dynamic, or both. Dynamic
forces consist of subsynchronous, synchronous, and
supersynchronous frequencies. In general subsyn-
chronous frequencies can be attributed to partial
flows generated by the hydraulic action of the pump
or associated with destabilizing forces. Synchronous
forces are due to impeller offsets or nonuniformities
in the impeller manufacturing process. Supersyn-
chronous forces are generally due to the finite num-
ber of impeller blades and thus blade passing hy-
draulic action.

Any or all of these forces can cause a machine to
fail prematurely. At present no method is available
to reliably predict the forces (particularly the dynam-
ic forces) before a machine is built. Estimating the
forces at partial flows or off-design conditions is even
more difficult. It is the intention of this paper to
review pertinent literature that will allow estimates
to be made on these forces. After such forces are
estimated, dynamical analyses can be made for a
machine; these analyses are also discussed. The basic
literature reviewed is for pump flows found in the
nuclear power industry. Some iiterature for com-
pressor flows is also reviewed, and is readily appli-
cable to pump flows.

GENERAL INFORMATION

Some partial reviews and summaries of the literature
have already been published [1-6]. Thompson
{1, 2] reviewed the literature and postulated a
mechanism that can self excite an uncontrollable
vibration. He attributed this unsteady force to
circumferential perturbations in the mass flow rate
into the impeller. These perturbations induce a force
that resuits in larger vibrations, these cause larger
perturbations and forces and so on. He presented
case studies and indicated the level of system damp-
ing that would be required for stability for the case
studies.

Makay [3] reviewed a portion of the literature and
classified hydraulic instability mechanisms. He postu-
lated flow patterns in different components that
could result in destabilizing forces. Most of his
discussions are generalities; sufficient data are not
available to verify his postulations. He presented
several curves from which estimations of forces,
frequencies, and load directions are possible but
did not adequately describe the origin of the dia-

*Assoclate Professor, **Professor, Department of Mechanica! and Aerospace Enginesring, University »f Virginia, Charlottes-

ville, VA
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grams. As a result, the uncertainty of the estimates
cannot be established.

Allaire and Flack [4] also presented a partial review
of the literature on lateral impeller forces. They
considered case studies for coolant pumps and boiler
feed pumps. Two different sets of earlier data were
used to estimate static, synchronous, and blade-
passing forces on the different pumps.

Childs [5] presented a summary of many types of
forces that can occur in a turbomachine. These in-
clude seal forces, axial flow, hydraulic forces, rolling
element bearing stiffnesses, and spline couplings, as
well as a brief review of impeller forces. He did not
include important papers, however.

Lund [6] also summarized the different types of
destabilizing forces in rotating machinery. His thrust
was for rotor dynamics; impeller forces were not
given full attention. Furthermore, several develop-
ments have occurred since this paper was published.

Vance [7] summarized the implications of aerody-
namic generated destabilizing forces. He presented
results from a simple laboratory test rig documenting
the existence of these forces. However, he indicated
that the forces are not quantitatively understood.

Brown [18] reviewed different mechanisms whereby
vibrations can be generated in pumps. He included
forces on impellers and presented some pressure
spectra for a boiler feed pump. He indicated that
particularly large low frequency components are
present at low flow rates and in many cases could
be destabilizing. Once again, however, no method
for reliably predicting these pressures on forces is
available.

Several case studies have been published in which
aerodynamic centrifugal impeller forces were prob-
lems [9-11]. All of the studies used modified support
bearings to reduce the resulting vibrational problems.
However, none of the studies was able to reduce the
exciting force itself. In another case study Duncan
[12] presented data that indicated aerodynamic
forces were not a problem. Once again, these studies
point to the fact that it is not presently possible to
predict a priori if a machine will vibrate due to aero-
dynamic forces.

Ea TN i Y I

Estimating forces when cavitation occurs is even
more difficult. Studies have not yet been presented
in which this variable is controlled. Schafer and his
coworkers [13] considered the problem and pre-
sented vibrational data for one case study in which
the pump cavitated. Hov»}ever, not enough data are
available to allow generalized conclusions.

Finally, as alluded to earlier, the rotor dynamics of
centrifugal pumps are well developed and understood
except for the fluid forces acting on the shaft, After
all of the forces can be predicted, several techniques
are available for predicting the response and stability
of the rotor system [14-18]. Because this review
paper deals with impeller forces, the category of
rotor dynamics is not discussed in detail.

PRESSURE MEASUREMENTS

The primary aim of this paper is forces, but literature
on pressures in pumps is also of concern. Pressures
on impellers help produce the forces. In this section
papers dealing with the experimental measurement
of pressures in pumps are reviewed.,

One of the first papers published was by Binder and
Knapp [19] in 1936. They measured velocities with
Pitot-static probes; static pressures in a double suc-
tion centrifugal process pump and a single suction
single volute centrifugal process pump were studied.
Circumferential traverses were performed. For the
latter pump they integrated the static pressures to
obtain the static pressure force acting on the impeller.
They did this for 19%, 100%, and 142% of flow
capacity. They also calculated the momentum force
by integrating velocity profiles, Vectoral addition
was used to calculate the total static force on the
impeller. The maximum force was at 19% capacity,
and the minimum was at 100% capacity. Directions
of the forces are also given. No attempts were made
to generalize the results.

Other early work was by Bowerman and Acosta
[20]. They studied the effect of volute shape on
the hydraulic performance of a laboratory double
discharge pump. Flow passages were rectangular cross
sections; head capacity curves were generated for
different volutes; and circumferential static pressure
profiles and velocity profiles {using a Pitot probe)
were obtained. The emphasis of this paper was on
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hydraulic performance; force information was not
obtained.

Another centrifugal process pump was experimentally
studied by Iversen and coworkers [21]. They instru-
mented the volute with static pressure taps and
procbes and measured the force on the impeller
(discussed in the next section). They integrated the
pressures to obtain static forces but, because they
did not account for velocity, momentum nonuni-
formities were not calculated. As a result, these
forces did not agree with directly measured forces.
They also performed a simple one-dimensional analy-
sis to predict the circumferential pressure variation
and obtained qualitative agreement.

Worster [22] also measured the steady state static
pressures in a centrifugal process pump. He studied
the effect of tongue length on hydraulic performance
and pressure distribution and measured pressures
that were strongly dependent on circumferential
position. He compared results to simplified perfect
fluid flow (electrolytic tank results) but never de-
scribed the perfect simulation. Nor did he attempt
to estimate forces. Overall, although the paper
contains a great deal of basic information for one
pump (with modifications), the author attempted
to include too much information. As a result, none
of the documentation and results receive the atten-
tion they should.

Murakami and coworkers [23] used a yaw probe to
measure the pressures and velocities in two rotating
centrifugal impellers. They also used flow visualiza-
tion (oil surface flow) in the impeller. They ob-
served velocity profiles for three and seven bladed
impellers and different radial positions and found
that three blades were insufficient for smooth pro-
files. They did not attempt to obtain forces.

Kanki et al [24] used pressure sensors on two im-
pellers and in double volute/single discharge and
vaned diffusers and observed both static and fluctu-
ating pressures far concentric and eccentric impellers.
At 100% flow they measured a nearly uniform pres-
sure distributior: in the double volute pump. At
17% flow, however, they obtained very low pressures
at the tongues. Large circumferential variations of
pressures were observed for the vaned diffusers (at
the vane spacial frequency), but variations for the
eccentric impeller were even larger. They also showed

the frequency content of the pressures at the diffuser
inlet and that synchronous fluctuation is four times
the static value at 83% flow and half the static value
at 17%. The static value increased by four times from
83% to 17% flow capacity.

STATIC FORCE MEASUREMENTS

A pump can fail as a result of static or dynamic
forces. Experimental measurements of static forces,
which were studied before dynamic forces, are
reviewed in this section.

Stepanoff [25] reported experimental results for
impeller forces in 1957, He measured the static
deflection of the impeller running at on- and off-
design flow rates for a single volute/single discharge
centrifugal process pump. He calibrated a shaft with
known static weights and determined the load on the
shaft during operation, For the one pump he corre-
lated the data to fit the curve:

Fr=KHD, B, /2.31

and K =0.36[1-(Q/Q)?]
where H = head (ft), D, = impeller diameter (in.),
B, = width of impeller including shrouds (in.},
Q = any capacity, Q, = the normal capacity,
and F = radial force (ibg).

He indicated that the correlation for K is dependent
on pump type and geometry but that the general
equation for F should hold for any pump.

Iversen et al [21] measured static forces as well as
pressures. They used strain gages attached to sym-
metric bearing mounts with the impeller in between
and measured the impeller force for one pump; they
did not attempt to generalize their results.

Agostinelli et al [26) extended the work of Stepan-
off. They tested 16 different pumps - both single and
double volute-single discharge pumps -- at different
specific speeds. Strain gages calibrated by applying
known loads at both nonrotating and rotating condi-
tiuns were used on a specially designed bearing
housiny to measure two components of force. Results
are presented for flow rates from 0° to 170% of
design conditions; forces are also given. The authors
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fit their data to the general equation of Stepanoff
and found that K was a function of both capacity
and specific speed. They presented a chart for this
dependence.

Biheller [27] used the same test rig as Agostinellj
[26] to test 18 different pumps with both shrouded
and unshrouded impellers. The objective was to
determine the effect of impeller/case concentricity
on radial forces. Eleven had single volutes, three had
fully concentric volutes, and four had semi-concentric
rasings. The author presented a semi-empirical equa-
tion curve to fit the experimental data for static
forces for the three different types of pumps. Errors
with the equation are usually less than 20%,

Domm, Hergt, and others [28-31] also used a pump
test rig to measure static forces; the data were non-
dimensionalized. The impeller was on an overhung
rotor, and the two support bearing pedestals were
instrumented with strain gages. Resulting forces on
the pedestals were related to forces on the impeller.
Data were obtained for normal and eccentric opera-
tions of impellers in log spiral volutes and in pumps
with guide vanes. Unfortunately, the information
given is insufficient to fully document the geometries
of the pumps studied.

Uchida et al [32] used an overhung rotor with strain
gages on a pedestal to measure static and dynamic
forces on a pump with six different tongue shapes
and sizes. They presented static force measurements
in raw data form (amplitude and direction) and did
not nondimensionalize or attempt to correlate the
data. The rig is well documented, however, so that a
reader can nondimensionalize the results.

Meier, Grein, and others [33, 34] used strain gages
mounted on a shaft to measure static forces. They
applied known loads at the impeller position to
calibrate the strain gages. Signals were transmitted
from the rotating shaft by slip rings. They studied
two pumps (vaned diffuser and pump turbine) and
measured the static forces. They nondimensionalized
their data as done by Stepanoff but did not analyze
it.

Meier-Grotrian ([35] used an overhung rotor with
strain gages on two bearing pedestals to measure
radial forces. He tested one single laboratory volute
- constructed so that its shape could be varied -
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with four different impellers. He tested four differ-
ent volute shapes including a log spiral. Unfortu-
nately, he did not document the shape well and
made no attempt to correlate data from different
tests.

Schwarz and Wesche [36] studied six different
volute/impeller combinations; all of the pumps had
double entries and single volutes. They used sym-
metric pedestals instrumented with strain gages
around the impeller to measure the load. Data were
reduced to nondimensional coefficients. The results
from the six tests differed; the authors discussed the
differences but did not attempt to correlate the
differences to controlled variables.

Kanki et al 124] also measured static and dynami~
forces. They used an overhung rotor with strain
gages mounted to the shaft. Data were transmitted
with a slip ring. For static forces they studied flow
rates from 17% to 120% of the design values for the
different rigs. They presented raw data and did not
nondimensionalize or correlate it. They did, however,
document their rigs and geometries.

Thus, a significant amount of experimental data is
available for static forces in pumps. Although much
of these data have been correlated with semi-empiri-
cal curve fits, they do not necessarily apply to all
pumps and operating conditions. For example, the
data need not apply to any future fundamentally
different pump designs. Furthermore, the static
force is the least important force acting on a pump.
Dynamic forces (discussed in the next section) are
far more important in pump operation. Thus, the
primary use of static force data in the future will be
for benchmark comparisons of theoretical predic-
tions of forces.

DYNAMIC FORCE MEASUREMENTS

Destructive dynamic forces can be subsynchronous,
synchronous, or supersynchronous. Experimental
measurements of these time-warying forces are re-
viewed in this section,

One of the first papers to address these forces was by
Hergt and Krieger [29]. They used the same rig to
measure static and dynamic forces. A pump with
guide vanes was tested; the impeller was operated

e



in concentric and eccentric modes. Dynamic forces
were measured as described earlier. The authors
found that dynamic loads became significant for
flows of 30% and less of the design value and oc-
curred at approximately 1/10 of rotational speed.
They were largest when the impeller was operated
concentrically. The forces were nondimensionalized,
but the rig is not adequately described. Furthermore,
results are for only one test rig.

Uchida et al [32] measured dynamic forces and
presented results for one tongue shape and size. Flow
rates from 0% to 139% of capacity were studied;
frequency components from 30% to 800% of running
speed are presented. The synchronous frequency and
blade pass frequency produced the largest forces.
Data were not nondimensionalized or correlated. A
major concern was with the synchronous force. No
balancing procedure was described, so generation
of the synchronous force is not clear. It could have
been mechanical, hydraulic, or both. Nevertheless,
this paper contains soma of the only data available
for the frequency content of dynamic forces.

A facility for measuring dynamic forces on full-
scale test rigs has been described [37, 38]. The
rotor wus overhung and strain gages were mounted
to the shaft; signals were transmitted by slip rings.
Systematic tests were not reported, but typical
data for two pump turbines are presented. Frequency
spectra for the strain gage signals indicate the primary
frequencies. The objective of this paper was to docu-
ment instrumentation, not to present results. It is
hoped that useful information will be generated with
this facility in the near future.

Schwarz and Wesche [36) briefly examined dynamic
forces to complement static ones. They did not do a
frequency analysis on the forces. The data represent
total variation from steady-state volume for a range
of flow rates. However, because of the lack of infor-
mation on frequencies, the data are of little use.

Chamieh, Acosta, and others [39-41] have recently
developed a laboratory facility for measuring dynam-
ic forces. Their rig includes the capability to orbit
the impeller by known amounts at orbit speeds dif-
ferent from the synchronous speed. Forces were
measured with a strain gage system, Dynamic stiff-
nesses can be calculated if the orbit is known and
the dynamic forces can be measured. The authors
present results for a pump running at speeds from
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600 to 2000 RPM at an orbit speed of 3 RPM. Be-
cause the ratio of orbit to synchronous speed is
so smal!, results must be treated with caution. How-
ever, the current rig is being modified to orbit at
larger speeds. This rig over the next few years has
the potential to provide good dynamic force data.

Kanki et al [24] have presented dynamic force data
for four rigs. Low frequency data and blade pass
frequency data are not nondimensionalized, and no
balancing procedure is described. Thus, the synchro-
nous component of force can be a combination of
mechanical and hydrodynamic forces. But few other
data on the frequency content of forces are avail-
able.

Ohashi et al [42] developed a test facility similar
to that of others [39-41]. They can force an im-
peller to orbit by a fixed amount, from 0 to 100%
of synchronous speed. Forces on the shaft are mea-
sured with load cells attached to a roller bearing.
The rig is well documented; results are presented for
two impellers in a laboratory diffuser. Stiffnesses
are given for various flow rates, orbit sizes, and orbit
frequencies. The authors showed that the stiffnesses
are strongly dependent on orbit frequency. Although
the results are for a rig that does not represent a real
pump, the rig should provide invaluable information
on dynamic forces in the future,

Aerodynamic loading effects are the most predomi-
nant destabilizing components in many high pressure
systems. In the design stage the designer needs to
estimate the level of equivalent aerodynamic loading
so that the rotor will have an adequate stability mar-
gin. Wachel and von Nimitz [43] developed an
empirical formula for estimating the level of aerody-
namic cross couj'ling on several instability problems,

Dynamic forces have not been studied experimentally
in as much detail as static forces. Only two sets of
data are available for the frequency content of dy-
namic forces in real pumps. A review of the litera-
ture indicates that much more work is needed in
this area. The recently developed test rigs [39-42)
should provide invaluable information.

STATIC FORCE PREDICTIONS

In this section theoretical static force literature is
reviewed, lversen et al [21], among the first to
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predict static forces in pumps, used a simple one-
dimensional flow analysis to predict static pressures.
They integrated the pressures to obtain the forces.
Alithough correlation between their predictions
and measurements was of a correct order of magni-
tude, they did not obtain good results.

Csanady {44] analyzed the potential flow in a
logrithmic spiral volute with the aid of conformal
mapping. He assumed that the total head was con-
stant around the impeller periphery and calculated
the static load on the impeller. The last assumption
is not true, however, particularly at off-design flows,
but his results compared favorably with those of
others (21].

Another calculation for the static force {30] used
potential theory with a vortex source. Good correla-
tion with experimental results was obtained for
eccentric but not orbiting impellers.

Senoo [45] used potential flow theory to predict the
pressures in volute pumps. He replaced the impeller
periphery with a straight line and the volute with a
wedge shape and obtained qualitative agreement with
the data of Stepanoff [25] for pressure distributions.

Kurokawa [46] theoretically studied frictionless
flow in a two-dimensional logrithmic spiral volute
by integrating the equations of motion. He presented
velocity profiles and compared them to the data of
others {20]; results are in qualitative agreement. He
also calculated the static pressure and force, which
compared well with the data of others [21] .

DYNAMIC FORCE PREDICTIONS

From the stability and dynamic response viewpoint,
dynamic forces are much more important than
static ones. Prediction of dynamic forces is discussed
in this section,

Alford [47] was among the first to predict dynamic
forces. He used a simplistic model of an axial flow
machine and related the local circumferential effi-
ciency and torque to blade tip clearances. He showed
that small perturbations in blade tip clearances can
result in destabilizing forces and presented equations.
Although simpiistic, this paper is very popular for
predicting dynamic forces.

10

BRI e o 2 NP - e P o0 oW T e W W o AW Wi WMa W 4Lw WL Y "w ™ W %, %

AT RN, J—v_“'_;ﬁ;‘ﬁ }1_5' I _’;,—v.;‘u _Tv_"_*v_*:' _rh:.‘v_’_""_‘_‘\ _’_-i'-‘_'\_'.'. _’:ﬂ-_ :\_"_"\_’.‘ _‘_1_'_'3 »:'-’_'_V;'. -'.\ _‘_‘- = g

Zotov [48] discussed imbalance forces occurring at
blade pass frequencies. In this transiation of the
paper equations are not presented; therefore, the
reader cannot calculate the force levels. The author
does indicate how the forces can be minimized, how-
ever,

in a related paper Kumar and Rao [49] used a
method of singularities to analyze flow through a
two-dimensional impeller., They did not consider
any interaction with the pump volute and obtained
fair agreement between theoretical and experimental
pressures within the impeller.

A study of aerodynamic forces on centrifugal im-
pellers, published by Colding-Jorgensen {60, 51],
involved calculating the impeller force caused by
rotor eccentricity as well as the associated stiffness
and damping coefficients. A uniform flow velocity
was imposed over the impeller and volute to obtain
the forces by the theorem of Joukowski. Unfortu-
nately this produces the force acting on the outside
of the volute rather than on the impeller.

Shoji and Ohashi [52! calculated fluid forces on a
centrifugal impeller using unsteady potential theory.
Incompressible, two-dimensional flow was assumed;
the rotating axis whirled at constant speed. Other
assumptions included shockless entry at the leading
edges of the blades and the Kutta condition at the
trailing edges. Free vortices were assumed to be
shed from the trailing edges and carried downstream
with steady velocities along steady streamlines;
blade thickness was neglected. The forces acting on
the impeller were calculated by integrating the
pressure distribution on the blades.

Imaichi et al [53] studied the unsteady flow of an
impeller in a volute casing. Pressure fluctuations on
the casing wall due to both potential flow and a vis-
cous wake were predicted using an integral method.
The authors found that the fluctuating load due to
blade passing can be of the same order as the steady-
state value, They did not present any equations that
can be used to estimate the force for a general pump,
however.

Kramer [54) developed a simple technique by which
the dynamic forces on a pump can be estimated from
field vibration data. This technique is basically the
inverse of other methods [14-18] . A full-scale pump
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is needed, however, so that the technique defeats
the purpose of present goals; i.e., to predict forces
before a machine is built.

lino’'s work [54) dealt with potential interaction
between a centrifugal impeller and a vaned diffuser.
The dynamic load on the impeller blades due to this
interaction was examined. Unsteady flow was ana-
lyzed using the method of singularities and assuming
two-dimensional, potential flow and infinitely thin
blades. The unsteady Bernoulli equation for a ro-
tating coordinate system was used to solve for the
unsteady pressures, Pressure distributions were
examined for various impeller configurations. Load
distribution on diffuser blades was related to pres-
sure fluctuations, the dynamic load on impeller
blades was affected by consideration of this load
distribution,

Branagan [56] and Sato [57] used a finite element
model of a full two-dimensional impeller including
all passages. Under synchronous orbiting, a circum-
ferential variation in the fluid velocity entering the
impeller created changes in linear momentum and
pressure of the fluid. A purely kinematic analysis
of this was presented by Allaire et al [58]. Changes
in momentum and pressure produced radial forces
that act on the impeller and can be represented as
stiffnesses for vibration analysis.

This review ot the literature indicates that no de-
pendable method is currently available for predict-
ing dynamic forces. Analytic work [58] and ensuing
work will probably be the successful method for
general pumps. Coupled with experimental work
(41, 42] the analytic work should become the most
reliable method in the future.

SUMMARY

Literature on static and dynamic lateral forces on
pump impellers was reviewed in this paper. Both
experimental work and theoretical work were in-
cluded. Specific conclusions are:

1. A significant amount of work has been done on
the experimental measurement of steady-state
pressures and forces in pumps. Many different
geometries have been considered. Much of the
data has been curve fit and can be used to ob-

tain a reasonable estimate of forces on other
pumps of similar geometries but different sizes.

2. Very little fundamental work on the experi-
mental measurement of dynamic forces is avail-
able. Two papers contain data for specific
pumps [24, 32}. This data can be scaled for
pumps of different sizes to obtain order of
magnitude estimates of dynamic forces. Two
other test rigs have recently been developed
(41, 42] that should aid immensely in under-
standing these forces. More work is needed in
this area.

3. Several papers that have been published for
predicting static forces do reasonably well in
predicting these forces.

4. Very few papers are availabie that provide in-
formation for predicting the dynamic forces
on pumps. The few that are available do not
compare well with experimental results. Funda-
mental work [58] is most promising for predic-
tions in the future. Of the four basic areas cov-
ered in this paper dynamic force prediction
needs the most attention by researchers.
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survey and analysis

LITERATU RE REVIEW- of the Shock and

s Vibration literature

The monthly Literature Review, a subjective critique and summary of the litera-
ture, consists of two to four review articles each month, 3,000 to 4,000 words in
length. The purpose of this section is to present a “’digest” of literature over a
period of three years. Planned by the Technical Editor, this section provides the
DIGEST reader with up-to-date insights into current technology in more than
150 topic areas. Review articles include technical information from articles, reports,
and unpublished proceedings. Each article also contains a minor tutorial of the
technical area under discussion, a survey and evaluation of the new literature, and
recommendations. Review articles are written by experts in the shock and vibration
field.

This issue of the DIGEST contains articles about underwater acoustic modeling
techniques and eigenvalue methods for vibration analysis.

Mr. P.C. Etter of ODSI Defense Systems, Inc., Rockville, Maryland reviews progress
in the area of underwater acoustic modeling techniques since 1980. Emphasis is
placed on developments of general interest to the Navy sonar modeling community.

Professor A. Jennings of Queens University of Belfast, Northern Ireland updates a
previous review of methods for solving dynamic equations to determine character-
istic response. In particular numerical methods for eigensolution as they apply to
the analysis of undamped and damped systems are considered.
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UNDERWATER ACOUSTIC MODELING TECHNIQUES

P.C. Etter*

Abstract. This article reviews progress in the area of
underwater acoustic mndeling techniques since 1980.
Emphasis is placed on developments of general inter-
est to the Navy sonar modeling community. They
include: model refinements, bottom interaction
modeling, model operating systems and trainers,
and specialized modeling applications in shallow
water and Arctic environments,

The first review article in this series [1] addressed a
broad range of underwater acoustic modeling topics
including propagation loss, noise, reverberation,
and active sonar models. The present review updates
the previously reported efforts. Moreover, the scope
is modestly expanded to include selected topics
that have been a focus of attention since 1980:
model operating systems and trainers, bottom inter-
action modeling, and specialized modeling applica-
tions in shallow water and Arctic environments.
Accordingly, this review should be considered in
conjunction with the earlier article. Two reference
books of general interest to underwater acousticians
that have been introduced since 1980 address theo-
retical {2] and practical [3] aspects of modeling.

ENVIRONMENTAL MODELS

Environmental models are usually empirical or semi-
empirical models used to generate inputs to acoustic
models. Such inputs as sound speed and absorption
are derived from directly observable parameters
including water temperature, salinity, and acoustic
frequency. New environmental models have been
developed for sound speed [4,5] , absorption [6-12],
and bottom interaction [13) since 1980.

PROPAGATION LOSS MODELS

An earlier article [1] introduced a comprehensive
classification scheme for propagation loss models.

Basically, all such models can be categorized accord-
ing to five theoretical derivatives of the wave equa-
tion: ray theory with corrections, multi-path expan-
sion techniques, normal mode solutions, fast field
theory, and parabolic approximations. Recent pro-
gress in underwater acoustic modeling techniques
is summarized below according to these five cate-
gories; see also the Table. A general interest tutorial
paper describing different modeling techniques,
together with sample outputs, will also be of interest
to those new to the field [14].

Ray theory with corrections. The FACT model has
received numerous improvements and has come
under configuration management control. Updated
documentation has also been introduced [15]. A

Table, Summary of Recent Developments
in Underwater Acoustic Propagation Loss Modeling

Modeling Technique Range Range
Independent Dependent
Ray Theory with *FACT [15] MEDUSA [16]
Corrections
Multi-Path Expansion *RAYMODE
Techniques [20,21)
NEPBR [22]
FAME [23]
Mormal Mode NEMESIS {25] | CUPYL (27,
Solutions NORM2L (26) 28]
COMODE [27]
Parabolic Wide Angle PE
Approximations (271
IFD [34]
3DPE [35]

* Updated Documentation

*ODSi Defense Systems, Inc., 6110 Executive Bivd., Rockville, MD 20852
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new range-dependent model MEDUSA [16] has
been developed. The increased use of complex
range-dependent models has prompted the issuance
of cautionary notes [17] concerning proper applica-
tion and interpretation of results. Continued interest
in the development of three-dimensional ray-tracing
techniques is demonstrated by the appearance of
ECTRACE (18] and also by a comprehensive survey
of such techniques [19] with application to range-
dependent propagation loss modeling.

Multi-path expansion techniques. The RAYMODE
model has undergone many revisions and has been
brought under configuration management control.
New documentation has also been promulgated [20,
21). A modified version NEPBR has also been
developed [22] to model the received acoustic
spectrum of signals that have undergone frequency
smearing by the ocean medium. A new multi-path
expansion model FAME has recently been introduced
in the literature [23]. Range-dependent develop-
ments have also been reported [24] .

Normal mode solutions. Three range-independent
normal mode models have recently been developed:
NEMESIS [25], a two-layer model NORM2L [26],
and COMODE [27]. COMODE treats bottom attenu-
ation exactly using complex eigenvalues. Some
effort has been focused on the development of
range-dependent versions such as CUPYL [27, 28],
which uses mode coupling. General theoretical treat-
ments of interest address aspects of normal mode
theory in range-dependent environments [29, 30].
One notable development is that of high-frequency
adaptations to normal mode theory [31]. Specifi-
cally, invoking simplifying assumptions with regard
to the complexity of the ocean environment permits
achievement of upper frequency limits in the multi-
kilohertz region, as opposed to the more typical
upper limit of approximately 500 Hz. The develop-
ment of normal mode theory for application to
trapped modes, leaky modes, and interface waves
has also been described [32] .

Fast field theory. The only notable development in
this technique has been the application of the Fast
Field Program (FFP) to the solution of parabolic
approximation models [33] .

Parabolic approximations. The most intense interest
over the past three years has been directed at further
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refinements of the parabolic approximation to the
wave equation, This solution, also called the para-
bolic equation (PE) technique, has met with wide
success in the field of underwater acoustic modeling
at frequencies below about 500 Hz. Several new
models have been introduced: IFD {34] including a
wide-angle version [27], and a three-dimensional PE
model referred to as 3DPE [35]. A variety of associ-
ated mathematical techniques have appeared in the
literature [36-39], and the proceedings of a recent
workshop [40] document comprehensive compari-
sons among several different PE technigues.

BOTTOM INTERACTION

One area of concern to all types of propagation loss
models is the phenomenon of bottom interaction.
This topic was the theme of a recent international
symposium [41] and has also been the subject of
several analytical studies [42-44]. Because refine-
ments to the PE technique have dominated recent
model developments, it is not surprising that intense
interest has been focused on methods that best repre-
sent the ocean bottom in these models [45, 46] . The
next-generation bottom loss treatment for models
of underwater acoustic propagation used in naval
applications will assume a geoacoustical basis, One
developmental product called BLUG, or Bottom
Loss Upgrade, is a modular upgrade designed for
incorporation into existing and future propagation
loss models [47].

NOISE MODELS

Developmental efforts in the area of underwater
noise modeling have been the subject of a recent
international symposium [48] and a review paper
[49]. Advances in noise modeling are sometimes
achieved by combining the capabilities of existing
models [50]). No new stand-alone noise models are
k nown to have been developed since 1980.

ACTIVE SONAR AND REVERBERATION
MODELS

Theoretical techniques for the modeiing of reverbera-
tion can be categorized as cell scattering and point
scattering models. Cell scattering models assume that
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the scatterers are uniformly distributed throughout
the ocean. Thus, the ocean can be divided into cells,
each containing a large number of scatterers., Sum-
ming the contribution of each cell yields the total
average reverberation level as a function of time
after transmission. A backscattering strength is used
to approximate the target strength per unit area or
volume. Point scattering models are based on a
statistical approach in which the scatterers are as-
sumed to be randomly distributed throughout the
ocean. The reverberation level is then computed by
summing the echoes from each individual scatterer.
A brief overview of mathematical techniques used in
modeling reverberation has been provided elsewhere
[51]. REVMOD [52] is a recently documented
reverberation model based on the cell scattering
technique described above.

A new active sonar model, ACTIVE RAYMODE
[53, 54] is, as the name implies, an adaptation of
the passive propagation loss model RAYMODE. The
GENERIC SONAR MODEL has benefited from
improved documentation [55] and elucidation [56] .
A review of stochastic theories applicable to active
sonar modeling has recently appeared in the litera-
ture (57].

MODEL EVALUATION

Model evaluation is a critical but frequently over-
looked aspect of model development. Recent publi-
cations have addressed various theoretical and practi-
cal procedures for model evaluation [58-60]. The
results of evaluation studies have been described for
both propagation loss [61] and reverberation models
[62].

MODEL OPERATING SYSTEMS
AND TRAINERS

The trend toward modular designs in computer pro-
grams of underwater acoustic models is evidenced
by the recent development of model operating sys-
tems. Such systems provide a framework for the
direct linkage of data management software with
computer-implemented codes of acoustic models.
These systems facilitate comparative model evalua-
tions by standardizing hardware and software con-
figurations of different modeling techniques [63].
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The resuiting uniformity, which encourages a higher
degree of configuration management control, is
viewed as a positive step in the direction of disci-
plined model evaluation.

In related developments, designers of trainers have
incorporated sophisticated range-dependent acoustic
models into their software in order to provide more
realistic training environments for the operators of
sonar equipment. Because of requirements for near-
real-time program execution, creative modeling tech-
niques and advanced programming skills must be
employed in much the same manner as model oper-
ating systems [64, 65].

SPECIALIZED MODELING APPLICATIONS

Specialized acoustic modeling applications of interest
to the naval sonar modeling community include
shallow water and Arctic environments,

Shallow water acoustics. Acoustic propagatior in
shallow water is characterized by repeated interac-
tions with both surface and bottom boundaries. The
complexity of environmental boundary descriptions
required for satisfactory ope-ation of most acoustic
modeling techniques in shallow water has prompted
recent modeling efforts to make recourse to empiri-
cal or semi-empirical models [66, 67] that charac-
terize shallow water areas according to robust envi-
ronmental-acoustic parameters. Such parameters are
relatively insensitive to details of the bottom struc-
ture and sea-surface roughness, It is claimed that one
recent development based on ray theoretical calcu-
lations [68] is as good as normal mode solutions for
practical calculations in shallow water,

Arctic acoustics. The Arctic acoustic environment
is characterized by two unigue features: a positive
sound-speed gradient that creates upward-refracting
propagation conditions, and an ice canopy with
irregular underice surfaces. The resulting repeated
underice reflections coupled with a general lack of
understanding of important ice characteristics renders
most present acoustic modeling techniques inade-
guate for Arctic applications. Two basic approaches
are currently being pursued: empirical or semi-empiri-
cal models [69] and application of ice scattering
coefficients and roughness parameters to existing
acoustic prepagation loss models [70]. However, a
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recent intercomparison of these techniques has
revealed large, unresoived discrepancies [70] .

Arctic ambient noise characteristics (sources, levels,
directionality) differ markedly from those of open
ocean areas {71). Moreover, underice reverberation
is complicated by the presence of numerous, irregu-
lar underice ridges that present false targets to active
sonar systems [71]. Thus, Arctic noise and reverbera-
tion models are not yet well developed.

CONCLUDING REMARKS

A review of recent progress in underwater acoustic
modeling techniques has evidenced a maturing tech-
nology in which developmental efforts are largely
directed at refining existing capabilities. However,
modeling technology will certainly benefit from
increased data oollection efforts emphasizing sta-
tistical descriptions of parameters in place of the
more traditional mean values. In conclusion, current
research directions should be able to meet antici-
pated naval requirements for sonar system design
and performance prediction support.
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EIGENVALUE METHODS FOR VIBRATION ANALYSIS II

A, Jennings*

Abstract. This article updates a previous review of
methods for solving dynamic equations to determine
characteristic response. In particular numerical
methods for eigensolution as they apply to the
analysis of undamped and darnped systems are
considered,

If it is assumed that the displacement form of a
freely vibrating undamped structure is a linear combi-
nation of n separate displacement functions, the
resulting mathematical equations requiring solution
take the form [1]

Kx = w?Mx (1)

K and M are n x n symmetric stiffness and mass
matrices respectively; x defines the displacements
in the n variables corresponding to a frequency of
vibration w. An early method of solution adopted
for small order equations was to premultiply this
equation by

L -t
w"'s‘

giving

1
-1 i, | i
(.d(v M)X 2 ~X (2)

Hence the frequencies can be computed from the
eigenvalues of the dynamic matrix 5‘"[\‘4; further-
more, because the lowest frequencies correspond to
the largest eigenvalues, the power method and exten-
sions of it can be used to obtain the lower frequencies
of the system.

In the 1950s, with a surge of interest in numerical
techniques, powerful transformation methods were
developed for eigensolution of matrices. These
methods, which culminated in the Householder and
the QR methods for symmetric and unsymmetric

matrices respectively, are particularly effective at
obtaining all the eigenvalues of matrices not of large
order (say n < 100}, particularly densely populated
ones.

However, the most favored method for formulating
structural analyses on computers is the finite element
method. It produces stiffness matrices of large order
and sparse and mass matrices that are usually of
similar form or in some cases more sparse or even
diagonal. In addition, the order of the equations
tends to be much greater than the number of re-
quired frequencies, so that a partie' eigensclution
suffices. There has thus been a strong need to develop
numerical techniques well suited to partial eigensolu-
tion of large order sparse equations of type (1),

UNDAMPED EQUATIONS -- DEVELOPMENT
OF POWERFUL VECTOR ITERATIVE METHODS

The first method used to solve large order eigenvalue
problems was the Guyan reduction, otherwise known
as the eigenvalue economizer or mass condensation
method. The equations are transformed to a set of
equations of sufficiently low order that standard
eigenvalue techniques can be used. The choice of
the reduced set of variaoles is crucial to the accuracy
of the method; it is for this reason that Shah and
Raymund [2] proposed an automatic method for
selecting the master displacements. Their method is
based on the sizes of diagonal elements in the mass
and stiffness matrices. Although they show that
their method works well for some cases, they do not
prove that it should always work well.

Thomas [3] derived an approximate method for
estimating a bound on the errors. Other investigators
[4, 5] used extra interior displacement functions; by
pre-elimination these functions yield a quadratic
rather than a linear generalized eigenvalue problem,
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In the early 1970s simultaneous iteration - also
known as subspace iteration -- methods were devel-
oped. They are similar to the Guyan reduction in
that a lower order eigenvalue problem is created by
using a reduced set of functions. However, the results
from one such eigensolution are used to predict
better functions and set up iteration sequences.
Therefore, in contrast to Guyan reduction, results
of any required accuracy can be obtained with fewer
trial functions and with less worry about whether
the accuracy is satisfactory.

A 40% reduction in the cost of the basic subspace
iteration has been reported with an acceleration
technique [6]. This technique should be compared
with Chebychev methods for accelerating simul-
taneous iteration originally proposed by Rutishauser
(7] and impiemented by others [8, 9] .

Arora and Nguyen [10] described a subspace itera-
tion method in which the structure is split into sub-
structures for the purpose of solving the stiffness
equations. It does not seem to be recognized that
Guyan reduction, simuitaneous iteration, and sub-
space iteration can be implemented if the stiffness
equations are solved by any technique already avail-
able for linear static analysis problems -- provided the
technique can cope with multiple loading cases -
rather than by separate techniques [11].

LANCZO0S METHODS

The Lanczos method can be thought of as an alterna-
tive method to simultaneous iteration of extending
and accelerating the power method. It retains the sin-
gle vector iteration sequence of the power method.
But the vector sequence is not made to converge to
the dominant eigenvector; rather, the vector sequence
is arranged to form an orthogonal set from which a
set of dominant eigenvalues can be extracted by a tri-
diagonal eigensolution process. As with the related
conjugate gradient method for solving simultaneous
equations, it has taken some years for the advantages
of the method to be appreciated.

A simple implementation of the Lanczos method
for equations of the form of (1), in which K is non-
singular, can be initiated by defining a matrix I such
that

K™ IMY =YT (3)
N AN N
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X comprises a set of vectors that are orthogonal to

the masses according to
YTMY = (4)
~N N

It can be shown that T is a similarity transformation

of 5"[\4 and thus, according to equation (2), has

eigenvalues )\,- = 1/wiz. Furthermore, from equations
(3) and (4)

YTMKTIMY =T (5)
~ Ay A A A a
Hence T is symmetric. If Y = (y;v, . yp! and
~ o d ~" Ay ~
ay By
_ | By
Il R e
equations (3) expand to give
K™ My =ayy1 +hy,
’Sl’}f)\"z =Biy1+toay: +hays {7)

etc.

If Y1 is specified as the first trial vector (which has
been normalized such that ﬂMx, = 1), premulti-
plication of the first equation by yTI\A and use of
the orthogonality conditions result in

oy = yTMK™ My, ®
A vector w can be computed such that
=K M - e (©)

Equation (9) from the first of equations (7) must
equal ﬁ,x,. From the normalizing condition con
tained in equation (4)

Wl Mw =8y ° (10

from which f§; can be computed. At this stage Y2 is
available from

Ya = (181 w1 (11)

Equation (7b) can be manipulated in a similar way
to yield &, B, and y3. Subsequent equations permit
the process to continue in a recursive way,; break-
down occurs only when a null X‘vector is computed.
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The operations can be organized so that only one
vector must be multiplied by M and only one vector
by ﬁ" within each recursive cycle. The second
operation involves forward and back substitution
operations, however, an LU, LDLT, or Choleski
factorization of the stiffness matrix must be carried
out before the recursion is begun.

A slight variation on the above is to convert equations
(1) into the symmetric eigenvalue problem

Ty =y )

where y = ':,T’L and A = 1/w?; a standard Lanczos
process is then carried out on the matrix g‘ Mlz_'T
without explicitly forming it (see Newman and
Pipano {12]).

Much research has been carried out on the Lanczos
method. One concern is whether or not the vectors
should be formally orthogonalized with respect to
all previous vectors; the reason is that rounding errors
tend to destroy the orthogonality if the recursive
sequence is carried on for many steps. Paige [13]
has found that reorthogonalization is unnecessary
although without it muitiple copies of eigenvalues
can be obtained. Cullum and Willoughby [14]
described a method without reorthogonalization to
compute all the eigenvalues of large sparse sym-
metric matrices. Parlett and Scott developed a meth-
od with selective orthogonalization (15, 16]. With
others Parlett has published a method of tracking
convergence that can be used with or without selec-
tive reorthogonalization [17]. He has also examined
the problem of computing the largest eigenvalue of
a sparse matrix {18].

Convergence properties of the basic Lanczos method
have also been discussed [19-21]. One important
aspect is that the outer eigenvalues in the spectrum
usually converge first; indeed, it is normal for the
largest eigenvalues correspondong to the lowest
frequencies to converge with less total computation
than with the power method, Guyan reduction, or
simultaneous iteration,

One feature of Lanczos implementations is that they
require eigensolution of a tridiagonal matrix that
is growing in size at each recursion [22]. Difficulties
are encountered with the basic Lanczos method if
there are multiple eigenvalues. In that case one of
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the eigenvalues must be accurately obtained before
the vector set begins to contain significant compo-
nents of the eigenvector associated with one of the
others,

In practice, if coincident frequencies are possible
and knowledge of them is required, it is necessary to
carry on the recursion sequence sufficiently far to
ensure that all such eigenvalues have been found.
An alternative procedure is to use block or band
Lanczos algorithms in which multiple eigenvalues
can converge simultaneously in all cases in which
the multiplicity of the eigenvalues is less than the
block size or bandwidth employed [23, 24]. Lewis
and Grimes [25] discussed implementation; Ramas-
wamy [26] suggested that Lanczos vectors are good
starting vectors for simuitaneous iteration.

FREQUENCY SEARCH METHODS

In contrast to vector iterative methods are various
technigues that test different frequencies with the
object of determiniig when the matrix (K - w*M)
is singular, Because the simplest way to determine
this singularity is to factorize the matrix, these
methods are most effective when the bandwidth of
the matrix is narrow. For the standard eigenvalue
problem

Aq =Aq (13)

the equivalent method involves determining when
(A = Al is singular. For symmetric problems, a
method of carrying out this search is the well known
Sturm sequence method. In this method the number
of agreements in sign in the sequence of principal
minors -- which can be obtained during the factoriza-
tion process - is used to indicate the number of
frequencies (or eigenvalues) below the trial fre-
guency (or eigenvalue). The use ot bisection with
Sturm sequence evaluation for tridiagonal matrices
[27] and matrices having a regular band structure
[28] have been discussed. Sentance and Cliff [29]
improved an earlier technique for quindiagonal
matrices. Simpson [30] used a Newton-Raphson
iteration procedure incorporating Sturm sequence
evaluation,

For problems of larger bandwidth, when factoriza-
tion times can be excessive, lyer [31] used a La-
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grange interpolation prediction for the characteristic
polynomial to reduce the number of trial frequencies
required. One difficulty with this method is that
the matrix to be factorized is symmetric but not
positive definite; therefore, pivoting is theoretically
necessary to ensure stability of the process although,
with a good computer word length, failure of the
process would be unlikely. tyer did not use pivoting
and did not discuss word length,

Waldvogel [32], on the other hand, discussed how a
stable pivoting strategy can be implemented in a
variable bandwidth store after only slight modifi-
cations to that store. Mang and Walter [33] examined
the use of the Sturm sequence property when the
equations are subject to certain linear constraints,

VECTOR ITERATIVE METHODS
WITH SHIFTING

The powerful vector iterative methods (including
Lanczos) are more economical then frequency search
methods for finding a limited number of the lowest
frequencies and mode shapes of large order problems
in which the bandwidths of the equations are not un-
usually stnall. However, considerable benefits might
be obtained by uniting the two basic approaches;
several techniques have been published in the last
three years,

The advantages of frequency search methods that
can be utilized are as follows:

® Sturm sequence evaluations provide an absolute
check on the number of eigenvalues in an
interval and can be used to ensure that vector
methods have not omitted any eigenvalues,
This is probably more important with the
Lanczos method in which omission of multiple
eigenvalues is a distinct possibility.

® Frequency search methods can be of use when
the number of required frequencies is large.
In this case the convergence of vector methods
becomes slower,

@ When only frequencies within a specified band
are required, they can be determined with fre-
quency search methods without the need to
evaluate all the lower frequencies and mode
shapes first.
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The two techniques can be combined by applying
an eigenvalue shift 4 to the basic equations (1) to
give

(K- uM)x = (w? - piMx (14)
and then proceeding roughly as before but with
(K = uM) replacing K. A negative value of u has
previously been used to solve vibration problems
in which the presence of body freedoms make the
stiffness matrix singular [34] . However, with positive
values of u, rapid convergence is achieved to those
frequencies for which w? is close to u.

A technique of progressive shifting with simultaneous
iteration [36] s particularly advantageous when
many frequencies are required; it also reduces the
storage requirement from that required for basic
simultaneous iteration. A comparable technigue
has been given for subspace iteration by Bathe and
Ramaswamy [36]; the authors advocated using
acceleration techniques and more trial vectors in the
iteration process. Ericsson and Ruhe [37, 38] used a
shift technique with the Lanczos method to deter-
mine eigenvalues within a specified interval. This
technique was discussed by Pariett [39].

METHODS FOR AVOIDING STIFFNESS
MATRIX FACTORIZATION

All the methods described thus far involve factori-
zation of the stiffness matrix when applied to vibra-
tion equations in the conventional way. If the mass
matrix is diagonal, either simultaneous iteration with
shift or the Lanczos method can be used to deter-
mine the lower eigenvalues of the transformed equa-
tions

(MKM %)% = W% (15)
where X = MV’x. These methods are likely, however,
to lead to very bad convergence rates [21]. Alterna-
tive relaxation methods avoid factorization of the
stiffness matrix even when M is not diagonal. The
main method for vibration problems appears to be
simultaneous coordinate overrelaxation [40]. The
penalty for avoiding factorization is much slower
convergence rates, Another problem can be ascertain-
ing that convergence is to the lowest frequencies;
the reason is that the basic coordinate relaxation
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method can converge to a frequency that is not
the lowest. The Sturm sequence check cannot be
applied without performing the factorization that
the method is trying to avoid.

Several related methods have been published in the
fields of physics and chemistry {41-46]. However,
problems that occur in molecular orbit calculations,
for which Davidson's and related algorithms are
claimed to be particularly effective, have been re-
ported by Parlett [39] as “‘being quite special in the
sense that the eigenvector matrix is fairly close to
the identity."’ Preconditioned iterative methods could
prove a way of improving convergence rates without
involving a factorzation, but the methods of Evans
and Shanehchi [47, 48] are limited to classical eigen-
value problems in which the matrix is explicitly
formed. The method is therefore not applicable to
equation (1) unless M is a diagonal matrix.

OTHER METHODS FOR UNDAMPED
EQUATIONS

Apart from the quadratic eigenvalue formulations
in association with Guyan reduction [4, 5], Gupta
[49]) has developed a dynamic formulation for
plane triangular elements that gives rise to quadratic
eigenvalue equations. Although the solution of the
quadratic equations by a combined Sturm sequence
and inverse iteration procedure costs about the same
as the standard linear equations, improved accuracy
must be weighed against the increased complexity
of the finite eilement equations. Scott and Ward
(60, 51] compared Rayleigh quotient iteration with
a Lanczos formulation with shifts for solving quad-
ratic eigenvalue problems with real roots arising from
spinning structures and highly damped structures.
The conclusion was that the Lanczos method is
preferable for problems with large bandwidth.

Meirovitch and Baruh [52] developed what they
call the Choleski method (really the LR method) for
finding eigensolutions of band matrices by transfor-
mation methods. Their use of doubie iteration steps
and shifting based on Sturm sequence or Gerschgorin
bounds enables them to quote faster computing times
than for the more usual QR method. This technique
could be useful for problems that are not too large
and in which the matrix requiring eigensolution can
be explicitly obtained in sparse format (particularly
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when the mass matrix is diagonal). It could also be
used for the eigensolution process for the reduced
equations obtained by the Lanczos or block Lanczos
methods. Howson [53] used the theoretically exact
transcendental eigenvalue formation to solve plane
frame problems.

DAMPED EQUATIONS AND THE UNSYMMETRIC
EIGENVALUE PROBLEM

Dynamic equations including a damping matrix g
having the form
MX + Cx + Kx =0 (16)
~ Ap -~ A ~

can be reduced to the standard matri: eigenvalue
problem

-MTIC -MK :

Lo d Ar ~ A ~ lad
=\ (17}

5 A %

by the substitutions x= ye"t and z = kx. This matrix
is unsymmetric and -- because complex solutions are
expected for A - cannot normally be transformed
to a symmetric eigenvalue problem. If the dominant
modes of vibration from an undamped analysis are
used as the basic variablesg\(/ the eigenvalue problem
will not be of very large order, and transformation
methods can be used for solution. For low order
unsymmetric eigenvalue problems modifications of
Eberlein’s Jacobi-like algorithm [54-57] are likely
to show greater stability than methods based on the
characteristic polynomial [58]. Dax and Kaniel [59]
advocate a reduction to upper Hessenberg form
followed by a reduction to tridiagonal form and then
LR transformations. In some cases in which, the
tridiagonalization process is not stable they advocate
reverting to the standard QR technique,

Powerful vector iterative methods that have been
extended to solve unsymmetric eigenvalue problems
could be useful if only some of the extreme eigen-
values are required, particularly if it is inconvenient
to store the matrix requiring eigensolution explicitly
-- as in equation {17} if M, C, and K are banded. it
is likely that alternative transformations to equation
(17) will be required to ensure that the required
eigenvalues are obtained first [60). One such vector
iterative method is simultaneous iteration [61];
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another is Arnoldi's method, which is a stable Lan-
czos type method [62, 63). Saad discussed the
acceleration of such methods [64] .

Gupta [65) extended frequency search methods to
eigenvalue search techniques for problems that
include damping. A penalty is that factorizations
might have to employ complex arithmetic to deter-
mine complex roots. Soni and Bogner [66] deter-
mined the spectrum of frequency response for
structures with material damping.

OTHER PAPERS

Other papers of use are by Stavrinidis [67} on
coupling dynamic equations, Williams [68] on the
treatment of structural symmetry, Stetson and Harri-
son [69] on the redesign of vibration modes, Wallach
{70] on symmetric eigensolution on parallel com-
puters, Scott and Gruber (71, 72] on techniques of
computer implementation, and Parlett [73] on a
review of software availability.
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BOOK REVIEWS

INDUSTRIAL NOISE CONTROL

L.H. Bell
Marcel Dekker, Inc., New York, NY
1982, 600 pp, $75.00

| liked Bell’s earlier book , Fundamentals of Industrial
Noise Control, published by Harmony Publications
in 1973; it contained basic noise control principles
and examples in a well written and finely illustrated
8% x 11 format. So | was greatly looking forward
to reviewing this volume.

Happily, this book exceeded my expectations. |t
is one of the best basic books in noise control | have
reviewed in many years. Not only is it well written
and comprehensive but it also has a good layout,
many example problems and case studies, numerous
references, and excellent illustrations. Perhaps the
only shortcoming is its price, which is far more than
most texts, But, for individuals who need a single
volume work either as an undergraduate text or as
an engineering and research reference, this book is
an especially good value,

Bell’'s book consists of aimost 600 pages of small
print; thus the size of the volume is not indicative
of the large amount of information contained. It
is divided into four parts: fundamentals of sound
and its measurements, noise control techniques in
general, noise sources and their control, and building
and community noise. The part on noise control
methods includes sections on acoustical materials,
enclosures, silencers and mufflers, reverberation
control, and vibration control. Bell treats each sec-
tion thoroughly. The section on enclosures, for
example, inciudes discussions of absorbing materials,
transmission loss, and damping materials, Barriets
are not mentioned as a noise control technique in
this section; Bell calls them partial barriers and
has included them in the -ec.ion on fundamentals
called sound propagation. The part concerned with
sources of noise contains sections on fans, jets, gears
and a single section on pumps, presses, electrical
equipment, and vibration bowls.
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Bell has written a volume that is easy to read. Clearly
stated example problems (with answers) are included
at the end of each chapter. The appendix contains
a listing of S| units, a limited but sufficient table of
conversion factors, listings of standards organizations
and major acoustical standards, a list of recom-
mended acoustical descriptors, a compilation of
sound absorption coefficients of many materials
(with a figure showing the old ASTM absorption
mounting classification), a Noys table, and an old ver-
sion of the OSHA noise regulation (29CFR1910.95),
(The latter is useful except there is an addition, the
1983 Hearing Conservation Amendment.}

The index is long and reasonably complete. | believe
it could have been expanded to cover more cases.
For example if one were trying to find a barrier
equation, looking up ‘‘barriers’” would be fruitless
because the equation is under “‘partial barriers’’.

In summary then, | think this book is excellent. An
individual who needs a single book on industrial
noise control or would like to have a volume with a
reasonably rigorous treatment of the subject would
certainly not be disappointed with Industrial Noise

Control,

R.J. Peppin

Bruel & Kjaer Instruments, Inc.
16944 Shady Grove Road
Gaithersburg, MD 20877-1375

THEORY OF ELECTROACOUSTICS

J. Merhaut
McGraw-Hill Book Co., New York, NY
1982, 317 pp, $47.95

This book is a Richard Gerber translation from the
latest Czech edition of the book with the same name
and incorporates al' the developments of the subject
up to the present time. The electroacoustical theme
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is multidisciplinary in that it incorporates electrical,
acoustic, and mechanical engineering. The author has
an electrical engineering background; it is therefore
not surprising that the electrical portion receives
disproportionate emphasis. [n particular, this reviewer
found the consistent conversion of anything mechan-
ical or acoustical into an equivalent electrical circuit
somewhat overdone; e.g., ‘‘we solve the mechanical
problem as if it were an electrical problem, by any
known method: either graphically or by calculation,
using a symbolic method, or, if transient effects are
to be considered, using the appropriate operator
method for the solution differential equations.’”

In the reviewer's opinion the problems addressed in
the text can be solved if the governing field equations
and associated variables for the mechanical and
acoustical aspects of the problem retain their original
identity throughout the solution process. The possi-
bilitv of inadvertently introducing errors during the
process of converting the problem into an equivalent
circuit diagram and working with less familiar units
would thus be avoided.

For those readers who do not object to the analogy
approach, the material of electroacoustics is ade-
quately covered. The book can serve as a university
text as well as a theoretical treatise for research engi-
neers and designers of electroacoustic instrumenta-
tion. Approximately half of the material provides a
good introduction at the undergraduate level; the
more advanced topics should be useful to post-
graduates and professional engineers. However, one
deficiency of the book as an undergraduate university
text is the lack of a problem solving section at the
end of each chapter.

Chapter 1 contains a complete derivation of lumped
system analogies between mechanically vibrating
and/nr acoustical systems and electrical networks.
The construction of laws of analogous networks is
discussed in detail. The relevance of Thevenin's
theorem regarding attaching additional impedance
members to an existing system should be clarified.
The second chapter deals with mechanically vibrating
structural systems such as membranes, ribbons, bars,
bending members, and distributed elements. In
addition to the wave equations of these systems,
analogous electrical networks are derived.

The third chapter is devoted to sound propagation,
wave equations of sound in air, and the solution of
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typical cases in electroacoustical transducers. Chap-
ter 4 introduces the general theory of sound trans-
mitters of the nth order and derives radiation im-
pedances for such typical transmitters as pulsating
or vibrating spheres, vibrating pistons, and more
compilex structures. The fifth chapter deals with the
theory of acoustical waveguides -- especially the
exponential ones encountered in horns -- including
their input acoustical impedances, calculation, and
design.

Part of the materia! in Chapter 1 and practically ali
of the material in chapters 2 through 5 are treated
equally well in other standard references on the same
material. The following are particularly well daone:
Philip M. Morse's Vibration and Sound, which re-
cently has been reissued, and Kinsler and Frey's
Fundamentals of Acoustics.

Chapters 6 and 7, however, present an extensive
treatment of passive reciprocal electromechanical
and electroacoustical transducers and corresponding
electrical network eguivalents. Good coverage of the
theory of acoustical receivers is provided, so that the
author presents a solid basis for the inner workings of
microphones and acoustical sensors. The last two
chapters are the main contribution of the text.

In conclusion, the book is well written and contains
a large number of clear illustrations and worked
examples. It is recommended for those particularly
interested in the theory of electromechanical and
electroacoustical transducers and receivers. How-
ever, the material on acoustics and mechanical
vibrations is treated in more depth in the other (exts
mentioned.

AJ. Kalinowsk i
Naval Underwater Systems Center
New London, CT 06320

EINFUHRUNG IN DIE
BERECHNUNG PARAMETERERREGTER
SCHWINGUNGEN

N. Eicher
Technische Universitat Berlin, Berlin, Germany
1981, Revised Edition, 413 pp, 17 DM (in German)

The book is concerned with the computation of
parametric oscillations. It is organized as follows.
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General properties of parametric oscillations are
investigated in Chapters 1-5 with the aid of the Flo-
quet theorem. Basic concepts, characteristics, and a
classification of oscillations are presented in Chapter
1. Chapter 2 is concerned with the solution of linear
homogeneous differential equations with periodic
coefficients and the stability/instability of the solu-
tion; the Floquet theorem is presented and applied.
Chapter 3 deals with the solution of the Hill equation
and the stability/instability of the solution. The
solution of the Mathieu equation and the stability/
instability of the solution are covered in Chapter 4.
Chapter 5 is concerned with the determination of
regions of stability and instability.

Chapter 6 presents a numerical procedure for the
successive approximation of solutions to nonlinear
integrodifferential equations, It is applied in subse-
quent chapters.

Chapters 7-13 deal with various differential equa-
tions, various effects, and solution properties, such as
nonlinear parametric excitations, regions of stability,
stability criteria, and resonance,

S.M. Holzer

Department of Civil Engineering
College of Engineering

Virginia Polytechnic Institute
and State University
Blacksburg, Virginia 24061
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SHORT COURSES

FEBRUARY

VIBRATION AND SHOCK SUR VIVABILITY,
TESTING, MEASUREMENT, ANALYSIS, AND
CALIBRATION

Dates: February 6-10, 1984

Place: Santa Barbara, California

Dates: March 5-9, 1934

Place: Washington, DC

Dates: June 4-8, 1984

Place: Santa Barbara, California
Dates: August 27-31, 1984
Place: Santa Barbara, California
Dates: September, 1984

Place: Ottawa, Ontario

Objective: Topics to be covered are resonance and
fragility phenomena, and environmental vibration and
shock measurement and analysis; also vibration and
shock environmental testing to prove survivability.
This course will concentrate upon equipments and
techniques, rather than upon mathematics and
theory.

Contact: Wayne Tustin, 22 East Los Olivos Street,
Santa Barbara, CA 93105 - (805) 682-7171.

MACHINERY VIBRATION ANALYSIS
Dates: February 21-24, 1984

Place: San Diego, California

Dates: May 15-18, 1984

Place: Nashville, Tennessee
Dates: August 14-17, 1984
Place: New Orleans, Louisiana
Dates: October 9-12, 1984
Place: Houston, Texas

Dates: November 27-30, 1984
Place: Chicago, Illinois

Objective: In this four-day course on practical
machinery vibration analysis, savings in production
losses and equipment costs through vibration analysis
and correction will be stressed. Techniques will be
reviewed along with examples and case histories
to illustrate their use. Demonstrations of measure-

ment and analysis eguipment will be conducted
during the course. The course will include lectures
on test equipment selection and use, vibration mea-
surement and analysis including the latest informa-
tion on spectral analysis, balancing, alignment, iso-
lation, and damping. Plant predictive maintenance
programs, monitoring equipment and programs, and
equipment evaluation are topics included. Specific
components and equipment covered in the lectures
include gears, bearings (fluid film and antifriction),
shafts, couplings, motors, turbines, engines, pumps,
compressors, fluid drives, gearboxes, and slow-speed
paper rolls.

Contact: The Vibration Institute, 101 West 55th
Street, Suite 206, Clarendon Hills, IL 60514 - (312}
654-2254.

MACHINERY VIBRATION ENGINEERING
Dates: February 21-24, 1984

Place: San Diego, California
Dates: May 15-18, 1984
Place: Nashville, Tennessee
Dates: August 14-17, 1984
Place: New Orleans, Louisiana
Dates: October 9-12, 1984
Place: Houston, Texas

Dates: November 27-30, 1984
Place: Chicugo, Illinois

Objective: Techniques for the solution of machinery
vibration problems will be discussed. These tech-
niques are based on the knowledge of the dynamics
of machinery; vibration measurement, computation,
and analysis; and machinery characteristics. The
techniques will be illustrated with case histories
involving field and design problems. Familiarity with
the methods will be gained by participants in the
workshops. The course will include lectures on
natural freguency, resonance, and critical speed
determination for rotating and reciprocating equip-
ment using test and computational techniques; equip-
ment evatuation techniques including test equipment;
vibration analysis of general equipment including
bearings and gears using the time and frequency
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domains; vibratory forces in rotating and recipro-
cating equipment; torsional vibration measurement,
analysis, and computation on systems involving en-
gines, compressors, pumps, and motors; basic rotor
dynamics including fluid film bearing characteristics,
critical speeds, instabilities, and mass imbalance
response; and vibration control including isolation
and damping of equipment installation.

Contact: The Vibration Institute, 101 West 55th
Street, Clarendon Hills, L 60514 - (312) 654-2254.

DYNAMIC BALANCING SEMINAR/WORKSHOP

Dates: February 22-23, 1984
March 21-22, 1984
April 18-19, 1984
May 23-24, 1984
Place: Columbus, Ohio
Objective: Balancing experts will contribute a series

of lectures on field balancing and balancing machines.
Subjects include: field balancing methods; single, two
and multi-plane balancing techniques; balancing
tolerances and correction methods. The latest in-place
balancing techniques will be demonstrated and used
in the workshops. Balancing machines equipped with
microprocessor instrumentation will also be demon-
strated in the workshop sessions, where each student
will be involved in hands-on problem-solving using
actual armatures, pump impeliers, turbine wheels,
etc., with emphasis on reducing costs and improving
quality in balancing operations.

Contact: R.E. Ellis, IRD Mechanalysis, Inc., 6150
Huntley Rd., Columbus, OH 43229 - (614) 885-5376.

VIBRATION DAMPING WORKSHOP

Dates: February 27-29, 1984

Place: Long Beach, California

Objective: The purpose of this workshop is to
provide a forum for the latest state-of-the-art tech-
nology as well as selected tutorial information. Visco-
elastic property measurement and representation,
high-damped metals, friction damping, damping in
composites, analysis and design, applications, experi-
mental verification, controls-structure-interaction,
and payoff/benefits are topics to be discussed. Also,
the status of U.S. Air Force funded contracts on the
Damping Design Guide, Passive and Active Control
of Space Structure (PACOSS), and Reliability of
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Satellite Equipment in a Vibroacoustic Environment
(RELSAT) contracts will be reviewed.

Contact: Mrs. Audrey G, Sachs, Administrative
Chairman, University of Dayton, Research Institute,
300 College Park, Dayton, OH 45469 - (513) 229-
2919.

MARCH

MEASUREMENT SYSTEMS ENGINEERING
Dates: March 12-16, 1984

Place: Phoenix, Arizona
MEASUREMENT © STEMS DYNAMICS

Dates: March 19-23, 1984
Flace: Phoenix, Arizona
Objective: Program emphasis is on how to increase

productivity and cost-effectiveness for data acquisi-
tion groups in the field and in the laboratory. The
program is intended for engineers, scientists and
managers of industrial, governmenta! and educational
organizations who are concerned with planning,
executing, or interpreting experimental data and
measurements. The emphasis is on electrical measure-
ments of mechanical and thermal quantities.

Contact: Peter K. Stein, Director, Stein Engineer-
ing Services, Inc., 5602 East Monte Rosa, Phoenix,
AZ 85018 - (602) 945-4603/946-7333.

APRIL
MODAL TESTING
Dates: April 3-6, 1984
Place: San Diego, California
Dates: August 14-17, 1984
Place: New Orleans, Louisiana
Objective: Vibration testing and analysis associated

with machines and structures will be discussed in
detail. Practical examples will be given to illustrate
important concepts, Theory and test philosophy of
modal techniques, methods for mobility measure-
ments, methods for analyzing mobility data, mathe-
matical modeling from mobility data, and applica-
tions of modal tast resuits will be presented.

Contact: The Vibration Institute, 101 West 55th
Street, Suite 206, Clarendon Hills, 1L 60514 - (312)
654-2254,
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ROTOR DYNAMICS
Dates: April 30 - May 4, 1984
Place: Syria, Virginia

Objective: The role of rotor/bearing technology in
the design, development and diagnostics of industrial
machinery will be elaborated. The fundamentals of
rotor dynamics; fluid-film bearings; and measure-
ment, analytical, and computational techniques will
be presented. The computation and measurement
of critical speeds vibration response, and stability of
rotor/bearing systems will be discussed in detail.
Finite elements and transfer matrix modeling will
be related to computation on mainframe computers,
minicomputers, and microprocessors. Modeling and
computation of transient rotor behavior and non-
linear fluid-film bearing behavior will be described.
Sessions will be devoted to flexible rotor balancing
including turbogenerator rotors, bow behavior,
squeeze-film dampers for turbomachinery, advanced
concepts in troubleshooting and instrumentation,
and case histories involving the power and petro-
chemical industries.

Contact: The Vibration Institute, 101 West 55th
Street, Suite 206, Clarendon Hills, IL 60514 - (312)
654-2254.
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FOURIER AND SPECTRAL ANALYSISIN DY-
NAMIC SYSTEMS

Dates: Aprit 30 - May 4, 1984

Place: Austin, Texas

Objective: This five day course will enable the
participant to understand and apply the basic Fourier
transform theory required to utilize the new digitally
based Fourier and spectral analysis equipment. Lec-
ture, demonstrations, discussions and lab will place
emphasis upon a basic understanding of the digital
processing of signals, including time and frequency
domain characteristics, effects of sampling, window-
ing, statistical averaging, and some of the pitfalls
present in collecting, processing, and interpreting
data. Applications of the theory which will be dis-
cussed and/or derronstrated include dynamic system
identification, signature analysis, random vibration,
transfer function identification, experimental modal
analysis, acoustics, and noise characterization and
transmission.

Contact: Continuing Engineering Studies, College

ot Engineering, The University of Texas at Austin,
Austin, TX 78712 - (612) 471-3506.
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news on current
N Ews B Rl E Fs * and Future Shock and
= Vibration activities and events

Call for Papers

1985 ASME WINTER ANNUAL MEETING
November 17-21, 1985
Miami Beach, Florida

Symposium on Material Nonlinearity in Vibration Problems

Papers are invited by the Applied Mechanics Division on original theoretical, numer-
ical, and experimental investigations concerning the effects of material nonlinearity
on vibration problems dealing with structures, structural elerments such as beams,
plates, shells, etc. It is proposed to have two technical sessions consisting of 12
papers selected by a peer-review process. The selected papers will be published in
an ASME special bound volume. Authors can also submit their papers for subse-
quent publication in the ASME Transactions.

Authors are invited to submit a 500-word summary including title, name, work
address, and phone. The summary should clearly indicate problems or questions
addressed, work performed, and results and/or conclusions reached. Papers are
screened solely on these summaries. Three copies of the summary should be sent
by May 15, 1984 to M. Sathyamoorthy, Department of Mechanical and industrial
Engineering, Clarkson College of Technology, Potsdam, New York 13676 - (315)
268-2205. |f accepted, three copies of the complete paper should be sent by
October 15, 1984. Final acceptance is based on review of the full-length papers,
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REVIEWS OF MEETINGS

34th SHOCK AND VIBRATION SYMPOSIUM

18 to 20 October, 1983
Huntington Sheraton Hotel
Pasadena, California

The b4th Shock and Vibration Symposium, spon-
sored by the Shock and Vibration Information Center
(SVIC), was held in Pasadena in October. It was
hosted by the Jet Propulsion Laboratory on behalf
of NASA. The formal technical program consisted of
more than 50 papers (see Vol. 15, No. 9 of the
DIGEST for the complete program; paper sum-
maries are available from the SVIC; papers will
be published in the Shock and Vibration Bulletin).
Technical plenary sessions were conducted during
the Symposium. Mr., Strether Smith delivered the
fifth Elias Klein Memorial Lecture -- "Modal Testing
- A Critical Review.” In the second plenary session
DOr. George Morosow of Martin Marietta gave the
Lecture - ''Solutions to Structural Dynamics Prob-
lems.” The third plenary address on “Where is the
Real Literature on Nonnuclear Airblast and Ground
Shock?* was given by Dr. Wilfred Baker of Southwest
Research Institute. A large and interesting session on
short discussion topics covering many areas of me-
chanical vibration and shock was again held. Finally
interesting panels sessions on MIL-STD-810D were
conducted (see R. Volin report). Dr. J. Gordan Sho-
walter, Acting Director of SVIC, the members of the
SVIC staff, and the program committee are to be
congratulated for the assembly of an outstanding
program on shock and vibration technology. Among
the 400 participants were representatives of the
federal government, industry, academic institutions,
and foreign nationals from NATO countries. The
combination of formal and informal technical pro-
grams effected a meaningful transfer of shock and
vibration technology.

The Opening Session

Dr. Ben Wada of the Jet Propulsion Laboratory,
chairman of the opening session, introduced Mr.
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Robert J. Parks, Associatr Director for Space Science
and Exploration, Jet Propulsion Laboratory who
gave the welcome address. Mr. Parks showed his
appreciation for the importance of the activities of
the meeting. He related the efforts of SVIC to the
shock and vibration tests on Galileo and other satel-
lites.

The keynote address on the past, current, and future
problems related to structural dynamics was given
by Bob Ryan of NASA Marshalf Space Flight Center,
Ryan expressed his favorable impressions on the
record of the SVIC. He related the fact that training
of the past has trapped us in linear thinking -- we
need more lateral depth to get us out of that rut. A
summary of where we have been with large launch
vehicles usch as Saturn, satellites, and the shuttle
program was given, Ryan reviewed where we are
today with our utilization of space -- specia! mis-
sions, DoD facilities, space lab, and space telescope.
He discussed where we are going and man's presence
in space -- shuttle operations, space science, space
applied technology, and aeronautics,

Ryan discussed the disciplines involved in space
activities -- ro.or dynamics, structural modeling,
loads, response, criteria, testing, and reliability. A
real funding challenge exists -- work goes up and real
dollars go down, He described a generic problem area
involving a high performance pump with all the
technology areas. The solution of the problem in-
volved iteration processes not commonly uszed. In
the area of response analysis, the past (rigid body)
and present (400 modes under 120 Hz)} models of
dynamic systems were discussed. The different
dynamic test techniques were reviewed along with
new design requirements where deformation oriented
criteria must be used. In the area of structural dy-
namics the design load cycle must be improved -- con-
servatism is too great. Better models with finer
resolution will be required.

The challenges of large space systems technology

were set down: design for maintenance, refurbish-
ment, and growth; design and verification from an
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integral test stand with all disciplines considered
simultaneous; robust and forgiving designs; innovative
development tools for large complex systems; use
dynamic instead of quasistatic stress analysis, and
extend the capabilities available in fluid and struc-
tural analyses.

In conclusion Ryan expressed the fact that it is time
to reflect and go back to the basics, tools must be
sharpened, alignments accelerated, high quality
materials developed, and techniques hand polished
and hone finished.

The first invited paper was given by Colonel Kovel
of the Defense Nuclear Agency (DNA) on the DNA
ICBM Technical R&D Program. Kovel gave a brief
description of the DNA, its mission and operations,
interactions with other agencies, and research activ-
ities. He showed DNA to be the focal point in the
area of shock physics where the integration of re-
search and testing efforts are managed. The DNA
ICBM basing research and development program was
reviewed. Its purpose being information for a national
decision based on technology. Feasibility for silos
and small mobile missiles is being explored to resolve
uncertainties and establish maximum credible harden-
ing levels. Kovel discussed a small generic missile with
range, payload, and accuracy. The objectives in
advanced silo hardening were reviewed including
uncertainties on hardness levels, concepts, and test
plans,

Colonel Kovel discussed the advanced silo hardening
program scope - structural systems technology,
environment definition, testing techniques, and
field testing. He showed the historical trend in silo
design including new design concepts. The Air Force
analysis and test work on shock isolation systems
was described including concepts - vertical active
damping, barriers, crushable concrete. The hardened
mobile missile basing concept was discussed - hard-
ened transporters, erectors, and launchers. Strategies
for random moves on basing roads were described.

Nonideal airblast environments were summarized
with respect to test technology development, air blast
simulation, a large scale reusable airblast test facility,
mobile basing hardening and validation, and trans-
oorter overturning.

In conclusion Kovel expressed the goal of incorpo-
rating existing technology into new needed concepts.
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Dr. James R. Richardson of the U.S. Army Missile
Laboratories discussed some dynamics problems in
Army missile systems, Richardson discussed - the
varied sizes of missiles used and the fact that generic
kinds of problems exist. The sources of dynamic
loading on missile systems -- transportation, launch,
and flight ~ were reviewed. Richardson discussed
the problems involved in the concept, design, per-
formance, and fielding along with the tools available
for their solution. The present trend in design is for
lighter, faster, cheaper, higher performing, and more
versatile missiles. The role of composite materials in
design was discussed. He noted that the more innova-
tion needed can be done with dynamic design and
better qualification testing. Richardson closed with
some case histories on the VIPER, HELLFIRE, and
HAWK missiles.

Colonel Frank J. Redd of the Air Force Space Tech-
nology Center spoke on the topic, 'Space Technol-
ogy Center -- Emphasis ‘84."” Colonel Redd reviewed
the mission and program of the new center {founded
1 October, 1982). He expressed the view that the
formation of the Air Force Space Technology Center
from Office of Space Plans and Operations was
analogous to the formation of the Army Air Corp
from the Army Signal Corp. The mission of the new
center involves military space system technology,
nonconventional and advanced weapons, geophysics,
and coordination of non Air Force Space Techrology
labs.

Colonel Redd showed the organization, personnel,
budget, and interfaces of the Center. The activities
of the group including advanced space planning were
discussed. Also noted was an emphasis on survivabil-
ity instead of performance. He discussed the fact that
satellites were not autonomous and were heavily
dependent on vulnerable ground stations. The need
for hardened ground facilities was expressed, The
space nuclear reactor program development and goals
were discussed. In summary Colonel Redd reviewed
the opportunities for the center and the advanced
technology required to achieve their goals.

Mr. Henry Pusey (former Director of SVIC) of NKF
Engineering Associates spoke on the Navy's perspec-
tive on trends in dynamics. Pusey noted that today
technology is advancing at a rapid pace -- contrasted
with earlier slow development. These rapid changes
have great impact on how warfare is conducted and
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places great demand on support. He traced the
historical development of ship technology from the
steamboat to current nuclear powered aircraft car-
riers. This evolution has placed many demands on
supporting technologies - one being dynamics. His
presentation focused on the mechanical shock branch
of dynamics as applied to ships -- air blast and under-
water explosion. Pusey reviewed component shock
tests, ship shock tests, shock design, shock spectra,
shock measurement, shock isolation, progress in tech-
nology, and needs for the future.

In the area of shock tests he discussed the high im-
pact shock machine - tracing its development from
WWI. He noted that it remains the preferred method
of confirming shock resistance. He discussed research
ship shock tests with the need to understand under-
water explosions and gather design data and establish
test criteria. Routine ship testing for certification
was briefly reviewed. Pusey expressed the fact that
reliability type test knowledge needs to be fed back
into design work.

The evolution of shock design procedures from rules
of thumb to static ‘'g’’ method to the Dynamic De-
sign Analysis Method (DDAM) was reviewed by
Pussy. The role of shock spectra - conceived by
Biot and applied by Walsh -- in design was discussed.

In the area of measurement Pusey traced the develop-
ment of instrumentation from the development of
the quartz acceleromneter in 1943 to on-line com-
puters today. Shock isolation philosophy was briefly
reviewed. Pusey noted that it presents a difficult
design problem to use it and therefore should be
used only when essential. Isolation hardware must
not be a factor in amplifying other ship vibration
environments,

Pusey cited the progress that has been made in
improved shock resistance, firm hardware goals,
test capabilities, advanced analysis capabilities, and
improved design methods. Mr. Pusey closed with a
discussion on needs for the future -- more diversified
test capabilities including scale models, improved test
fixtures, a data bank on test experiences, experi-
mental work on dynamic yielding, research on and
application of plastic design, analytical techniques
on shock, whole ship analysis, application of modal
testing to ships, and improved technical information
activities.
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The Plenary Sessions

The Elias Klein Memorial Lecture was given by
Mr. Strether Smith of Lockheed Palo Alto Research
Laboratory. The title of this interesting and compre-
hensive lecture was ‘‘Modal Testing -- A Critical
Review.” Smith talked about the art and science of
modal testing including concepts, linearity, stiffness,
damping, integration, and the frequency response
function (FRF). He discussed the well developed
tools available for these tasks. Smith reviewed some
of the pitfalls in modal testing -- nonlinear materials
and joints, noncoherent sources, and nonrepeatable
tests.

The selection of the excitation for modal tests was
discussed extensively. Single frequency versus muiti-
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